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Introduction
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Semitauonic B decays
B̄ � D(�)� �̄ W�

b

�
�̄
c

Experiments 

R(D) � B(B̄ ⇥ D⇥ �̄� )
B(B̄ ⇥ D⇤�̄�)

= 0.440± 0.058± 0.042

R(D�) � B(B̄ ⇥ D�⇥ �̄� )
B(B̄ ⇥ D�⇤�̄�)

= 0.332± 0.024± 0.018

arXiv: 1205.5442, PRL.109.101802(2012)BABAR 2012

Belle 2007, 2009, 2010
Combined: R(D) = 0.42± 0.06

R(D�) = 0.34± 0.03
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1.9σ
2.9σ 3.5σR(D)

R(D�)

Theory (SM)

(Bailey et al., lattice)

R(D) = 0.297± 0.017 (BABAR, Fajfer et al.)
0.302± 0.015 (MT, Watanabe)
0.316± 0.012± 0.007
0.31± 0.02 (Becirevic et al.)

R(D�) = 0.252± 0.003 (BABAR, Fajfer et al.)
(MT, Watanabe)0.251± 0.004

increases up to 8% for large values of tan!=mH! , and, as
we noted earlier, its uncertainty increases due to the larger
dispersion of the weights in the 2HDM reweighting.

The variation of the fitted signal yields as a function of
tan!=mH! is also shown in Fig. 19. The sharp drop in the
!B ! D"" !#" yield at tan!=mH! # 0:4 GeV"1 is due to
the large shift in the m2

miss distribution which occurs when

the Higgs contribution begins to dominate the total rate.
This shift is also reflected in the q2 distribution and, as we
will see in the next section, the data do not support it. The
change of the !B ! D$"" !#" yield, mostly caused by the
correlation with the !B ! D"" !#" sample, is much smaller.
Figure 20 compares the measured values of RðDÞ and

RðD$Þ in the context of the type II 2HDM to the theoretical
predictions as a function of tan!=mH! . The increase in the
uncertainty on the signal PDFs and the efficiency ratio as a
function of tan!=mH! are taken into account. Other sources
of systematic uncertainty are kept constant in relative terms.
The measured values of RðDÞ and RðD$Þ match the

predictions of this particular Higgs model for tan!=mH! ¼
0:44!0:02GeV"1 and tan!=mH! ¼ 0:75! 0:04 GeV"1,
respectively. However, the combination of RðDÞ and
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FIG. 16 (color online). mES distributions before (left) and after (center) subtraction of normalization of background events, and
lepton momentum distributions after this subtraction (right) for events with m2

miss > 1:5 GeV2 scaled to the results of the isospin-
constrained fit. The B0 and Bþ samples are combined. See Fig. 15 for a legend.

0.2 0.4 0.6

0.3

0.4

SM

σ 1
σ 2
σ 3
σ 4
σ 5

FIG. 17 (color online). Representation of $2 [Eq. (33)] in the
RðDÞ-RðD$Þ plane. The white cross corresponds to the mea-
sured RðDð$ÞÞ, and the black cross to the SM predictions. The
shaded bands represent one standard deviation each.
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FIG. 18 (color online). m2
miss and jp$

‘j projections of the
D0"# ) D0‘ PDF for various values of tan!=mH! .
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FIG. 19 (color online). Left: Variation of the !B ! D"" !#"

(top) and !B ! D$"" !#" (bottom) efficiency in the 2HDM with
respect to the SM efficiency. The band indicates the increase on
statistical uncertainty with respect to the SM value. Right:
Variation of the fitted !B ! D"" !#" (top) and !B ! D$"" !#"

(bottom) yields as a function of tan!=mH! . The band indicates
the statistical uncertainty of the fit.

J. P. LEES et al. PHYSICAL REVIEW D 88, 072012 (2013)

072012-24

BABAR
arXiv:1303.0571, PRD88.072012(2013)
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Charged Higgs
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W.S. Hou and B. Grzadkowski (1992),
M.T. (1995),  ....

Sensitive to the charged Higgs 
if tanβ is large.

H�

b

⇥
�̄
c

Type-II 2HDM  (SUSY)

m� tan �

mb tan�

/ mbm⌧ tan2 �
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But, negative interference.

charged Higgs excluded at 99.8% CL

6

tistical and systematic uncertainties on the signal PDFs
and background distributions.

We extract the branching fraction ratios as R(D(∗)) =
(Nsig/Nnorm)/(εsig/εnorm), where Nsig and Nnorm refer
to the number of signal and normalization events and
εsig/εnorm is the ratio of their efficiencies derived from
simulations. Table I shows the results of the fits for the
four individual samples as well as an additional fit in
which we impose the isospin relationsR(D0) = R(D+) ≡
R(D) and R(D∗0) = R(D∗+) ≡ R(D∗). The statistical
correlations are −0.59 for R(D0) and R(D∗0), −0.23 for
R(D+) and R(D∗+), and −0.45 for R(D) and R(D∗).
We have verified that the values of R(D(∗)) from fits to
samples corresponding to different run periods are con-
sistent. We repeated the analysis varying the selection
criteria over a wide range, corresponding to changes in
the signal-to-background ratios between 0.3 and 1.3, and
also arrive at consistent values of R(D(∗)).

The systematic uncertainties on R(D) and R(D∗) af-
fecting the fit are dominated by the limited understand-
ing of the D∗∗(ℓ/τ)ν backgrounds [31] (5.8% and 3.7%),
the continuum and BB backgrounds (4.9% and 2.7%),
and the PDFs for the signal and normalization decays
(4.3% and 2.1%). The uncertainties in the efficiency
ratios εsig/εnorm are 2.6% and 1.6%; they do not af-
fect the significance of the signal and are dominated by
the limited size of the MC samples. Uncertainties due
to the FFs, particle identification, final-state radiation,
soft-pion reconstruction, and others related to the detec-
tor performance largely cancel in the ratio, contributing
only about 1%. The individual systematic uncertainties
are added in quadrature to define the total systematic
uncertainty, reported in Table I.

There is a positive correlation between some of the
systematic uncertainties on R(D) and R(D∗), and, as a
result the correlation of the total uncertainties is reduced
to −0.48 forR(D0) andR(D∗0), to −0.15 forR(D+) and
R(D∗+), and to −0.27 for R(D) and R(D∗).

The statistical significance of the signal is determined
as Σstat =

√

2∆(lnL), where ∆(lnL) is the change in
the log-likelihood between the nominal fit and the no-
signal hypothesis. The statistical and dominant system-
atic uncertainties are Gaussian. The overall significance
is determined by scaling the statistical significance with

the total uncertainty, Σtot = Σstat×σstat/
√

σ2
stat + σ∗2

syst.

Here, σstat is the statistical uncertainty and σ∗
syst is the

total systematic uncertainty affecting the fit. The signif-
icance of the B → Dτ−ντ signal is 6.8σ, the first such
measurement exceeding 5σ.

To compare the measured R(D(∗)) with the SM pre-
dictions we have updated the calculations in Refs. [8, 32]
taking into account recent FF measurements. Averaged
over electrons and muons, we find R(D)SM = 0.297 ±
0.017 and R(D∗)SM = 0.252±0.003. At this level of pre-
cision, additional uncertainties could contribute [8], but
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FIG. 2. (Color online) Comparison of the results of this anal-
ysis (light grey, blue) with predictions that include a charged
Higgs boson of type II 2HDM (dark grey, red). The SM cor-
responds to tanβ/mH+ = 0.

the experimental uncertainties are expected to dominate.

Our measurements exceed the SM predictions for
R(D) and R(D∗) by 2.0σ and 2.7σ, respectively. The
combination of these results, including their −0.27 cor-
relation, yields χ2 = 14.6 for two degrees of freedom,
corresponding to a p-value of 6.9× 10−4. Thus, the pos-
sibility of both the measured R(D) and R(D∗) agreeing
with the SM predictions is excluded at the 3.4σ level.

Figure 2 shows the effect that a charged Higgs boson
of the type II 2HDM [7, 33] would have on R(D) and
R(D∗) in terms of the ratio of the vacuum expectation
values tanβ ≡ v2/v1, and the mass of the charged Higgs
mH+ . We estimate the effect of the 2HDM on our mea-
surements by re-weighting the simulated events at the
matrix element level for 20 values of tanβ/mH+ over the
[0.05, 1]GeV−1 range. We then repeat the fit with up-
dated PDF shapes and εsig/εnorm values. The increase
in the uncertainty on the efficiency ratio is estimated for
each value of tanβ/mH+ . The other sources of systematic
uncertainty are kept constant in relative terms.

The measured values of R(D) and R(D∗) match
the predictions of this particular Higgs model for
tanβ/mH+ = 0.44 ± 0.02 and tanβ/mH+ = 0.75± 0.04,
respectively. However, the combination of R(D) and
R(D∗) excludes the type II 2HDM charged Higgs boson
with a 99.8% confidence level for any value of tanβ/mH+ .
This calculation is only valid for values of mH+ greater
than about 10GeV [4, 7]. The region for mH+ ≤ 10GeV
has already been excluded by B → Xsγ measurements
[34], and, therefore, the type II 2HDM is excluded in the
full tanβ–mH+ parameter space.

In summary, we have measured the B → Dτ−ντ and
B → D∗τ−ντ decays relative to the decays to light lep-

predictions of 2HDM II

BABAR
arXiv: 1205.5442, PRL.109.101802(2012)
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Model-independent approach
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The e�ective Lagrangian that contains all conceivable four-Fermi operators is written as

�Le� = 2
⌥
2GFVcb

⇧

l=e,µ,⌅

�
(⇥l⌅ + C l

V1
)Ol

V1
+ C l

V2
Ol

V2
+ C l

S1
Ol

S1
+ C l

S2
Ol

S2
+ C l

TOl
T

⇥
, (4)

where the four-Fermi operators are defined by

Ol
V1

= c̄L�
µbL �̄L�µ⌃Ll , (5)

Ol
V2

= c̄R�
µbR �̄L�µ⌃Ll , (6)

Ol
S1

= c̄LbR �̄R⌃Ll , (7)

Ol
S2

= c̄RbL �̄R⌃Ll , (8)

Ol
T = c̄R⌥

µ⇤bL �̄R⌥µ⇤⌃Ll , (9)

and C l
X denotes the Wilson coe⌅cient of Ol

X . Here we assume that the neutrinos are left-

handed. The neutrino flavor is specified by l, and we take all cases of l = e, µ and �

into account in the contributions of new physics. Since the neutrino flavor is not observed

in the experiments of bottom decays, the neutrino mixing does not a�ect the following

argument provided that the Pontecorvo-Maki-Nakagawa-Sakata matrix is unitary. The SM

contribution is expressed by the term of ⇥l⌅ in Eq. (4). We note that the tensor operator

with the opposite set of quark chiralities identically vanishes; c̄L⌥µ⇤bR �̄R⌥µ⇤⌃Ll = 0.

B. Helicity Amplitudes

The helicity amplitudes of B̄ ⇤ D� ⌃̄ and B̄ ⇤ D�� ⌃̄ for all the cases are summarized as

⇧

l=e,µ,⌅

M�� ,�M
l =

⇧

l=e,µ,⌅

⇤
⇥l⌅ M�� ,�M

SM +M�� ,�M
V1,l

+M�� ,�M
V2,l

+M�� ,�M
S1,l

+M�� ,�M
S2,l

+M�� ,�M
T,l

⌅
,

(10)

where ⌅⌅ is the helicity of the tau lepton, ⌅M = s indicates the amplitude of B̄ ⇤ D� ⌃̄,

that of B̄ ⇤ D�� ⌃̄ is defined with its helicity ⌅M = ±1, 0. M�� ,�M
SM represents the SM

contribution, and other terms in the right-hand side stand for new physics contributions.

The SM amplitude is given by [41, 42]

M�� ,�M
SM =

GF⌥
2
Vcb

⇧

�

⇤�H
�M
� L��

�,⌅ , (11)
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Effective Lagrangian for
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X denotes the Wilson coe⌅cient of Ol
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handed. The neutrino flavor is specified by l, and we take all cases of l = e, µ and �

into account in the contributions of new physics. Since the neutrino flavor is not observed

in the experiments of bottom decays, the neutrino mixing does not a�ect the following

argument provided that the Pontecorvo-Maki-Nakagawa-Sakata matrix is unitary. The SM

contribution is expressed by the term of ⇥l⌅ in Eq. (4). We note that the tensor operator

with the opposite set of quark chiralities identically vanishes; c̄L⌥µ⇤bR �̄R⌥µ⇤⌃Ll = 0.

B. Helicity Amplitudes

The helicity amplitudes of B̄ ⇤ D� ⌃̄ and B̄ ⇤ D�� ⌃̄ for all the cases are summarized as
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where ⌅⌅ is the helicity of the tau lepton, ⌅M = s indicates the amplitude of B̄ ⇤ D� ⌃̄,

that of B̄ ⇤ D�� ⌃̄ is defined with its helicity ⌅M = ±1, 0. M�� ,�M
SM represents the SM

contribution, and other terms in the right-hand side stand for new physics contributions.

The SM amplitude is given by [41, 42]

M�� ,�M
SM =

GF⌥
2
Vcb

⇧

�

⇤�H
�M
� L��
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V−A

V+A

S+P

S−P

Tensor

SM-like

RH current

charged Higgs (II)

charged Higgs

GUT, LQ

MT, R.Watanabe, arXiv:12121878,            
PRD87.034028(2013).
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Operators favored 

Constraints on NP from R(D)&R(D⇤) (example)

Assuming the presence of only one NP type (e.g. either scalar or tensor), we do
the �2 fit of R(D)&R(D⇤)BABAR+Belle and obtain the constraints on the NP
Wilson coefficients:
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¯
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Several NP “models” can explain the excess of B ! D(⇤)⌧⌫ simultaneously )
Can we discriminate them?

Andrey Tayduganov @Rencontres de Moriond 2014 NP and surprises in B ! D(⇤)⌧⌫ 7 / 13

type III 2HDM, LQ

c̄RbL⌧̄R⌫L c̄R�
µ⌫bL⌧̄R�µ⌫⌫L

LQ

A. Tayduganov

Y. Sakaki, MT, A. Tayduganov, R. Watanabe

arXiv:1309.0301, PRD88.094012(2013)
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Lepton invariant mass (q2) distribution
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spectrum of !B ! D!!" !"! decays is largely independent
of tan#=mH# .

The measured q2 spectra agree with the SM expecta-
tions within the statistical uncertainties. For !B ! D!" !"!

decays, there might be a small shift to lower values,
which is indicated by the increase in the p value for
tan#=mH# ¼ 0:30 GeV"1. As we showed in Sec. II B,
the average q2 for tan#=mH# ¼ 0:30 GeV"1 shifts to
lower values because the charged Higgs contribution to
!B ! D!" !"! decays, which always proceeds via an
S-wave, interferes destructively with the SM S-wave.
As a result, the decay proceeds via an almost pure
P-wave and is suppressed at large q2 by a factor of p2

D,
thus improving the agreement with data. The negative
interference suppresses the expected value of RðDÞ as
well, however, so the region with small tan#=mH# is
excluded by the measured RðDÞ.

The two favored regions in Fig. 22 with SR þ SL (
"1:5 correspond to tan#=mH# ¼ 0:45 GeV"1 for !B !
D!" !"! decays. However, as we saw in Fig. 3, the charged
Higgs contributions dominate !B ! D!" !"! decays for
values of tan#=mH# > 0:4 GeV"1 and the q2 spectrum
shifts significantly to larger values. The data do not
appear to support this expected shift to larger values
of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions shown
in Fig. 23 (Appendix). Within these uncertainties, we find
the variation that minimizes the $2 value of those distribu-
tions. Table IX shows that, as expected, the conservative

uncertainties give rise to large p values in most cases.
However, the p value is only 0.4% for !B ! D!" !"! decays
and tan#=mH# ¼ 0:45 GeV"1. Given that this value of
tan#=mH# corresponds to SR þ SL ("1:5, we exclude
the two solutions at the bottom of Fig. 22 with a significance
of at least 2:9%.
The other two solutions corresponding to SR þ SL ( 0:4

do not impact the q2 distributions of !B ! D!" !"! to the
same large degree, and, thus, we cannot exclude them with
the current level of uncertainty. However, these solutions
also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than in
the case of the SM. This is also true for any other solutions
corresponding to complex values of SR and SL.
On the other hand, contributions to !B ! D!" !"! decays

proceeding via P-wave tend to shift the expected q2

spectra to lower values. Thus, NP processes with spin 1
could simultaneously explain the excess in RðDð!ÞÞ
[21,45] and improve the agreement with the measured q2

distributions.
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FIG. 23 (color online). Efficiency corrected q2 distributions for !B ! D!" !"! (top) and !B ! D!!" !"! (bottom) events with m2
miss >

1:5 GeV2 scaled to the results of the isospin-constrained fit. Left: SM. Center: tan#=mH# ¼ 0:30 GeV"1. Right: tan#=mH# ¼
0:45 GeV"1. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The B0 and
Bþ samples are combined and the normalization and background events are subtracted. The distributions are normalized to the number
of detected events. The uncertainty on the data points includes the statistical uncertainties of data and simulation. The values of $2 are
based on this uncertainty.

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the systematic
uncertainties.

!B ! D!" !"!
!B ! D!!" !"!

SM 83.1% 98.8%
tan#=mH# ¼ 0:30 GeV"1 95.7% 98.9%
tan#=mH# ¼ 0:45 GeV"1 0.4% 97.9%

J. P. LEES et al. PHYSICAL REVIEW D 88, 072012 (2013)

072012-26

arXiv:1303.0571, PRD88.072012(2013)
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spectrum of !B ! D!!" !"! decays is largely independent
of tan#=mH# .

The measured q2 spectra agree with the SM expecta-
tions within the statistical uncertainties. For !B ! D!" !"!

decays, there might be a small shift to lower values,
which is indicated by the increase in the p value for
tan#=mH# ¼ 0:30 GeV"1. As we showed in Sec. II B,
the average q2 for tan#=mH# ¼ 0:30 GeV"1 shifts to
lower values because the charged Higgs contribution to
!B ! D!" !"! decays, which always proceeds via an
S-wave, interferes destructively with the SM S-wave.
As a result, the decay proceeds via an almost pure
P-wave and is suppressed at large q2 by a factor of p2

D,
thus improving the agreement with data. The negative
interference suppresses the expected value of RðDÞ as
well, however, so the region with small tan#=mH# is
excluded by the measured RðDÞ.

The two favored regions in Fig. 22 with SR þ SL (
"1:5 correspond to tan#=mH# ¼ 0:45 GeV"1 for !B !
D!" !"! decays. However, as we saw in Fig. 3, the charged
Higgs contributions dominate !B ! D!" !"! decays for
values of tan#=mH# > 0:4 GeV"1 and the q2 spectrum
shifts significantly to larger values. The data do not
appear to support this expected shift to larger values
of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions shown
in Fig. 23 (Appendix). Within these uncertainties, we find
the variation that minimizes the $2 value of those distribu-
tions. Table IX shows that, as expected, the conservative

uncertainties give rise to large p values in most cases.
However, the p value is only 0.4% for !B ! D!" !"! decays
and tan#=mH# ¼ 0:45 GeV"1. Given that this value of
tan#=mH# corresponds to SR þ SL ("1:5, we exclude
the two solutions at the bottom of Fig. 22 with a significance
of at least 2:9%.
The other two solutions corresponding to SR þ SL ( 0:4

do not impact the q2 distributions of !B ! D!" !"! to the
same large degree, and, thus, we cannot exclude them with
the current level of uncertainty. However, these solutions
also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than in
the case of the SM. This is also true for any other solutions
corresponding to complex values of SR and SL.
On the other hand, contributions to !B ! D!" !"! decays

proceeding via P-wave tend to shift the expected q2

spectra to lower values. Thus, NP processes with spin 1
could simultaneously explain the excess in RðDð!ÞÞ
[21,45] and improve the agreement with the measured q2

distributions.
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FIG. 23 (color online). Efficiency corrected q2 distributions for !B ! D!" !"! (top) and !B ! D!!" !"! (bottom) events with m2
miss >

1:5 GeV2 scaled to the results of the isospin-constrained fit. Left: SM. Center: tan#=mH# ¼ 0:30 GeV"1. Right: tan#=mH# ¼
0:45 GeV"1. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The B0 and
Bþ samples are combined and the normalization and background events are subtracted. The distributions are normalized to the number
of detected events. The uncertainty on the data points includes the statistical uncertainties of data and simulation. The values of $2 are
based on this uncertainty.

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the systematic
uncertainties.

!B ! D!" !"!
!B ! D!!" !"!

SM 83.1% 98.8%
tan#=mH# ¼ 0:30 GeV"1 95.7% 98.9%
tan#=mH# ¼ 0:45 GeV"1 0.4% 97.9%

J. P. LEES et al. PHYSICAL REVIEW D 88, 072012 (2013)

072012-26

c̄LbR⌧̄R⌫Lc̄LbR⌧̄R⌫L
0.45 GeV�1

What about other operators?
work in progress Y. Sakaki, MT, A. Tayduganov, R. Watanabe

Talks at Moriond EW 2014 by A. Tayduganov,
            FPCP 2014 by R. Watanabe
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Summary

9

Effective Lagrangian

Models

Observables
R(D(�)), P� (D(�)), PD�

q2dist., etc. C�
X

2HDM’s, MSSM,
RPV, LQ, etc.

input

output

predictionconstraint
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Further study

Expected accuracy at Belle II

Better use of distributions
q2 dist.

Combination with other processes
B� � ⇥ �̄, B � X⇥ ⇥̄ , B � X��̄

Hadronic form factors

FFs of NP operators

Belle update, LHCb

More data


